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How to find the entire groups of 
mutually correlated genes if you have 

many genes and many samples? 



Clustering to the rescue!



What is clustering?
• The goal of clustering is to

– group data points that are close (or similar) to each other
– Usually, one needs to identify such groups (or clusters) in an 

unsupervised manner
– Sometimes one takes into account prior information (Bayesian 

methods)
• Need to define some distance dij between objects i and j
• Clustering is easy in 2 dimensions but hard in 3000 

dimensions -> need to somehow reduce dimensionality
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How to define the distance?
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Correlation coefficient distance



Common types of clustering algorithms
• Hierarchical if one doesn’t know in advance 

the # of clusters
– Agglomerative: start with N clusters and gradually 

merge them into 1 cluster
– Divisive: start with 1 cluster and gradually break it up 

into N clusters
• Non-hierarchical algorithms

– K-means clustering: 
• Iteratively apply the following two steps:
• Calculate the centroid (center of mass) of each cluster 
• Assign each to the cluster to the nearest centroid

– Principal Component Analysis (PCA)
• plot pairs of top eigenvectors of the covariance matrix Cov(Xi, 

Xj) and uses visual information to group



Hierarchical clustering



UPGMA algorithm

• Hierarchical agglomerative clustering algorithm
• UPGMA = Unweighted Pair Group Method with 

Arithmetic mean
• Iterative algorithm:
• Start with a pair with the smallest d(X,Y)
• Cluster these two together and replace it with 

their arithmetic mean (X+Y)/2
• Recalculate all distances to this new “cluster 

node”
• Repeat until all nodes are merged



Output of UPGMA algorithm



Clustering in  
Matlab



Choices of distance metrics in 
clustergram(… ‘RowPDistValue’ …,

‘ColumnPDistValue’ …,) 



Choices of hierarchical clustering algorithm 
in clustergram( …’linkage’,…)



Clustering group exercise
• Each group will analyze a  cluster of genes identified in the 

T cell expression table
• Analyze the table of top 100 genes by variance in 

47 samples
• Cluster them using:

– Group 1: UPGMA = ‘linkage’, ‘average’, ‘RowPDistValue’, ’euclidean’, 
– Group 2: ‘linkage’, ‘single’, ‘RowPDistValue’, ’cityblock’,
– Group 3: ‘linkage’, ‘average’, ‘RowPDistValue’, ’correlation’, 
– Group 4: UPGMA = ‘linkage’, ‘single’, ‘RowPDistValue’, ’euclidean’,
– Group 5: UPGMA = ‘linkage’, ‘weighted’, ‘RowPDistValue’, ’correlation’, 

• Use clustergram(…, 'Standardize','Row', 
‘linkage’, as specified for your  group, 
‘RowPDistValue’ as specified for your  group, 
'RowLabels',gene_names1,'ColumnLabels‘, array_names)



load expression_table.mat
gene_variation=std(exp_t')'; 
[a,b]=sort(gene_variation,'descend');
ngenes=100;
exp_t1=exp_t(b(1:ngenes),:);
gene_names1=gene_names(b(1:ngenes));
%%% for group 1
CGobj1 = clustergram(exp_t1, 
'Standardize','Row',...
'RowLabels', 
gene_names1,'ColumnLabels',array_names)
set(CGobj1,'RowLabels',gene_names1,'ColumnLab
els',array_names,'linkage', 
'average','RowPDist','euclidean');
set(CGobj1,'RowLabels',gene_names1,'ColumnLab
els',array_names,'linkage', 
'average','RowPDist','correlation');



Before clustering



UPGMA hierarchical clustering, Euclidian distance



UPGMA hierarchical clustering, correlation distance



Search for shared biological functions
• copy the list of displayed genes 
• go to "Start Analysis" on https://david.ncifcrf.gov/tools.jsp
• Paste genes from gene list displayed by Matlab into the box in 

the left panel of the website
• select ENSEMBL_GENE_ID and  “gene list” radio button
• Click "Functional Annotation Clustering“
• Select groups in “Annotation Summary Results” which have 

many genes from your list. Definitely select “PUBMED_ID” and 
interaction databases like “Biogrid”

• First look at "Functional Annotation Chart" rectangular button 
below to display all overrepresented terms. Sort by “Benjamini” 
correction for multiple hypotheses testing

• Select "Functional Annotation Clustering" rectangular button 
below to display annotation results for gene list broken into 
multiple groups (clusters) each with related biological functions

• Write down the # of genes in the cluster and the top functions in 
two most interesting clusters



%%%
%Which biological functions are 
overrepresented in different clusters?
%1) Pick a cluster:
%2) Select a node on the tree of rows, 
%3) Right click
%4) Choose “export group info” into 
the workspace
%5) Name it gene_list
%Run the following two Matlab 
commands to display genes
g1=gene_list.RowNodeNames;
for m=1:length(g1); 
disp(g1{m}); 
end;



% select ENSEMBL_GENE_ID and “gene list” radio button
% Click "Functional Annotation Clustering“
% Select groups in “Annotation Summary Results” 
% which have many genes from your list. 
% Definitely select “PUBMED_ID” and 
% interaction databases like “Biogrid”
% First look at "Functional Annotation Chart" rectangular button below 
% to display all overrepresented terms. 
% Sort by “Benjamini” correction for multiple hypotheses testing
% Select "Functional Annotation Clustering" rectangular button below 
% to display annotation results for gene list broken into multiple groups 
% (clusters) each with related biological functions
% Write down the # of genes in the cluster and the top functions 
% in two most interesting clusters



Using options:
‘linkage’, ‘average’, ‘RowPDistValue’, ’euclidean’,
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Basic concepts of network analysis



Reminder from the first lecture



Protein-Protein binding 
IntAct Database (Dec 2015) 

Interactions: 577,297   Proteins: 89,716 

Baker’s yeast S. cerevisiae (only nuclear proteins shown)
From S. Maslov, K. Sneppen, Science 2002

Worm C. elegans
From S. Lee et al , Science 2004



Degree of a node – its # of neighbors

1
Degree
K1=4

2
Degree
K2=2



Directed networks have
in- and out- degrees

Out-degree
Kout=5

In-degree
Kin=2



How to find “important” nodes?
• By their degree
• Hubs = important
• Example: Google’s PageRank



How to find “important” nodes?
• By their connectivity
• Connectors = important
• Betweenness-centrality



Betweenness centrality: definition
• Take a node i
• There are (N-1)*(N-2)/2 pairs of other 

nodes
• For each pair find the shortest path on the 

network
• If more than one shortest path,  sample 

them equally
• Betweenness-centrality C(i) ~ the number 

of shortest paths going through node i



To analyze 
correlations in expression 

for all pairs of genes:
Co-expression networks



How to construct a co-expression network?

Functional modules

Samples

A co-expression network

• Start with a matrix of log2 of expression levels of 
N genes in K samples (conditions): for our T-cell data N=3000, K=47

• For each of N(N-1)/2 pairs of genes i and j calculate
the correlation coefficient  ρij=σij/σiσj of gene levels across K samples

• Put a threshold, e.g. ρij>0.85, or otherwise select 
the most correlated pairs of genes (~4500 in our case). 
Now you have a weighted network.

• Identify densely interconnected functional modules in 
this network.

• Modules can be used to infer unknown functions of genes via 
“Guilt by Association” principle.



How to install Gephi software for network analysis?
• Install Gephi from: https://gephi.org/users/download/
• One of the common problems with installation is the version 
of Java on your computer. One possible solution is 
here: https://github.com/gephi/gephi/issues/1787. 
Sometimes after installation Gephi may complain that it cannot 
find java version 1.8 or higher. In this case you need to go 
to C:\Program Files\Gephi-0.9.2\etc
Open file gephi.conf using notepad.exe (MS Word does not 
work!).
Add a line jdkhome="C:\Program Files 
(x86)\Java\jre1.8.0_231"
(the numbers in …jre1.8.0_231  may be changed to reflect the
actual directory where Java is installed on your computer).
If JDK is not installed on your computer, you need to install 
itfirst from https://www.java.com/en/download/win10.jsp"



Co-expression network analysis exercise
• Start Gephi and open 

coexpression_network_random_start.gephi
• Run “Layout”  Fruchterman Reingold Speed 10.0
• Run “Average degree”, “Network diameter”, “Modularity” in the 

Statistics tab in the right panel.
• Color nodes by “modularity class”: 

Appearance  Nodes  Partition  Palette Icon Modularity class

• Size nodes first by “degree”. 
Appearance  Nodes  Ranking Multiple Circles Icon  Degree
– If the nodes are too small, select “Min size”: 10 and “Max size”:80
– Nodes in large tightly connected clusters have large degree

• Then size nodes by “betweenness-centrality”
Appearance  Nodes  Ranking Multiple Circles Icon  Betweenness-
centrality
– Large circles are “coordinator” genes connecting different co-expressed 

clusters to each other. Potentially biologically interesting



Disease-disease similarity network
• Based on the table summarizing 

all current medical knowledge 
of genes implicated in diseases: 
– Rows: 516 common human diseases
– Columns: 25,000 human genes
– Matrix element Diα =1 if the gene α is known to be 

involved in the disease i . 0 – otherwise
• Constructed disease-disease similarity network:

– Weight of the edge - # of shared genes between two 
diseases

– Easy to construct: the adjacency matrix A of the 
network is simply A=D•D+



Disease network analysis exercise
• Start Gephi and open disease_disease_random_start.gephi
• Run “Layout”  Fruchterman Reingold Speed 10.0

Observe how clusters emerge.
• Run “Average degree”, “Network diameter”, “Modularity” analysis tools in the 

right panel.
• Color nodes with medical term:  “disorder class”

Appearance  Nodes  Partition  Palette Icon  Disorder class

• Then color nodes by “modularity class”. See how well it agrees with the previous 
color.
Appearance  Nodes  Partition  Palette Icon Modularity class

• Size nodes first by “degree”. 
Appearance  Nodes  Ranking Multiple Circles Icon  Degree

– Which disease has the largest degree?

• Size nodes by “betweenness centrality”
Appearance  Nodes  Ranking Multiple Circles Icon  Degree

– Which diseases have the largest betweenness-centrality?
These “connector” diseases linking different diseases clusters to each other. They 
highlight potentially interesting connections between diseases
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