HW 3 has been posted.
Due next Thursday



Moment Estimators

Let X1, X5,...,X,, be arandom sample from either
a probability mass function or a probability density
function with punknown parameters 04, 0, ..., 0,.

The moment estimators 0, 0, ..., @p are found

by equating the first p population moments
to the first p sample moments and

solving the resulting simultaneous equations
for the unknown parameters.



Method of Maximum Likelihood
for point estimation






Maximum Likelihood Estimators

* Suppose that X is a random variable with probability
distribution f(x, 8), where 0 is a single unknown
parameter. Let x,, X,, ..., X, be the observed values in a
random sample of size n. Then the likelihood function of
the sample is the probability to get it in a random
variable with PDF f(x, 0):

L(B) = f(x1, ©) - flxy, 6) -...- fx,,, 6) (7-9)

* Note that the likelihood function is now a function of
only the unknown parameter 6. The maximum likelihood
estimator (MLE) of © is the value of 8 that maximizes the
likelihood function L(©).

e Usually, it is easier to work with logarithms: /(0) = In L(0)
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Example 7-11: Exponential MLE

Let X be a exponential random variable with parameter A. The
likelihood function of a random sample of size n is:

n
L(A) — l_lle_lxi — )lne_AZ?:l Xi
=1

InL (1) = nln(1) —Az X;

dinL(2) n Z": Ly
ar A LT
A . 1=1
A= nn = — (same as moment estimator)
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Example 7-9: Bernoulli MLE

Let X be a Bernoulli random variable. The probability mass
function is f(x;p) = p*(1-p)** x =0, 1 where P is the parameter
to be estimated. The likelihood function of a random sample
of size n is:

L(p) =p*r(1 —p)t X .p¥2(1 —p)l™2 .. . p*n(1 —p)l™*n
n

= np’”(l — )t = priz Xi(1 — )T
=1

InL(p) = (le)lnp + (n—in)ln(l —p)

dinl (p) _Eizyx  (n—Ximgx) _ o
dpn p (1-p)

p ===

same as moment estimator)
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Example 7-10: Normal MLE for

Let X be a normal random variable with unknown mean p and
variance o?. The likelihood function of a random sample of
size nis:

n
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k (“) Z(xl i) =0

~ lll_
n

X (same as moment estimator)






Example 7-11: Normal MLE for o2

Let X be a normal random variable with the estimate of mean pu
determined by MLE (see the previous slide) and an unknown
variance 0. The likelihood function of a random sample of size n is:

n

1 _(Dgi—ﬁgz
L(o) =‘ ‘ e (20
L loV2m
L=11
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n

In L(0) =_—ln(27w2 — 2_122(36" — 1n)?

dinL
ndg(a) —E+—Z(xl D% = 0

g% = (=1 rlz M (biased estimator)
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Confidence Intervals



= We have talked about how a parameter can be estimated
from sample data. However, it is important to understand
how good is the estimate obtained.

= Bounds that represent an interval of plausible values for
a parameter are an example of an interval estimate.



Two-sided confidence intervals

Calculated based on the sample X, X,,...,X,

Characterized by:
— lower- and upper- confidence limits L and U
— the confidence coefficient 1-a

Objective: for two-sided confidence interval,
find L and R such that

— Prob(u>U)=0/2

— Prob(u<L)=a/2

— Therefore, Prob(L<u<U)=1-a

For one-sided confidence interval, say, upper
bound of u, find R that

— Prob(u>U)=a

Assume standard deviation o is known






Confidence Interval on the Population Mean,
Variance Known

) o

X—Zyjp =< U< X+Zy/p—

Vn

Vn

f(z)~exp(—z*/2)
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Matlab exercise

1000 labs measured average P53 gene
expression using n=20 samples drawn from the
Gaussian distribution with mu=3; sigma=2;

Each lab found 95% confidence estimates of the
population mean mu based on its sample only

Count the number of labs, where the
population mean lies outside their bounds

You should get ~50 labs out of 1000 labs




How I did it

n=20; k_labs=1000;

rand table=2.*randn(n,k_labs)+3;
sample_mean=mean(rand_table,1);
Cl_low=sample_mean-1.96.*2./sqrt(n);
Cl_high=sample_mean+1.96.*2./sqgrt(n);
k_above=sum(3>Cl_high)
k_below=sum(3<Cl_low)

figure; ndisp=100; errorbar(1:ndisp,
sample_mean(1:ndisp),
ones(ndisp,1).¥1.96.*2./sqrt(n),'ko");

hold on; plot(1:ndisp, 3.*ones(ndisp,1),'r-');



8-2 Confidence Interval on the Mean of a Normal
Distribution, Variance Known
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Figure 8-1 Repeated
construction of a con- 1 2 3 4 5 6 7 8 9 1011121314 1516
fidence interval for pv. Interval number

Figure 8-1 Repeated construction of a confidence interval for p.
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So far in estimating
confidence intervals for population mean u
we assumed that the population variance o2
is known

Then (or when n>>1, say 20 and above)
one can use the Normal Distribution
to calculate confidence intervals




Q: What to do if the sample is small
& the population variance is not known?

A: Use the sample variance

1
S° = 1Z(Xi — X)*

but carefully:

- Variable X has to be normally distributed
- Student t-distribution has to be used
instead of
the normal distribution (z-distribution).




Another researcher at Guinness had previously published a
paper containing trade secrets of the Guinness brewery. To
prevent further disclosure of confidential information,
Guinness prohibited its employees from publishing any
papers regardless of the contained information. However,
after pleading with the brewery and explaining that his
mathematical and philosophical conclusions were of no
possible practical use to competing brewers, he was allowed
to publish them, but under a pseudonym ("Student"), to
avoid difficulties with the rest of the staff. Thus, his most
noteworthy achievement is now called Student's, rather
than Gosset's, t-distribution.

William Sealy Gosset

(13 June 1876 — 16 October 1937)

was an English statistician, chemist and
brewer who as Head Brewer of Guinness

Gosset had almost all his papers including “The probable
error of a mean” (1908) published in Pearson's journal
Biometrika under the pseudonym Student



Student’s t-distribution

t-Distribution vs. Normal Distribution
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Play with Mathematica
notebook

http://demonstrations.wolfram.com/Compari
ngNormalAndStudentsTDistributions/

By Gary McClelland



8-3 Confidence Interval on the Mean of a Normal
Distribution, Variance Unknown
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Figure 8-5 Percentage points ot wne ¢
distribution.
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8-3 Confidence Interval on the Mean of a Normal
Distribution, Variance Unknown

8-3.2 The t Confidence Interval on (Eq. 8-16)

[f X and s are the mean and standard deviation of a random sample from a normal
distribution with unknown variance o2, a 100(1 — «)% confidence interval on p is
given by

X = lapa18/Vn=p =X+ typ,—15/Vn (8-16)

where 7,5 ,,—1 1s the upper 1000 /2 percentage point of the ¢ distribution with n — 1
degrees of freedom.

on the mean are found by replacing t,,, ,, in Equation 8-16
witht ;.



