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3



1. Sample from state space, 
using culturally well-
chosen sampling 
distribution

2. Rank according to 
psychophysical predictors 
of novelty and flavor

3. Select either 
automatically or semi-
automatically depending 
on human-computer 
interaction model
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Joint histogram of surprise and pleasantness for 10000 generated Caymanian Plantain Dessert 
recipes. Values for the selected/tested recipe indicated with red dashed line.
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Recipe Corpus
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[Shepherd, 

2006]

Neurogastronomy
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Saffron (Crocus sativus L.)

phenethyl alcohol

safranal

isophorone

Food Chemistry
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Chemistry [TPSA, heavy atom count, complexity, 

rotatable bond count, hydrogen bond acceptor count]

Hedonic Psychophysics
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[Ahn, Ahnert, et al., 2011]

Flavor Networks

11



[Itti and Baldi, 2006]

𝑆 𝑅, ℬ = 𝐷 𝑃𝐵|𝑅||𝑃𝐵 = න

ℬ

𝑃𝐵|𝑅 log
𝑃𝐵|𝑅

𝑃𝐵
𝑑𝐵

newly created recipe

personalized 
repository of prior 
food experience

prior beliefs

posterior 
beliefs

Latent Dirichlet Allocation (LDA) Model

Bayesian Surprise and Attention
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Learn data-driven 
cognitive models

Use models for 
creativity
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https://spectrum.ieee.org/ai-design



• Chef Watson fairly specific in terms of what representations are 
learned and what downstream purposes they can be used for
• Olfactory pleasantness model can be used for perfume, indoor air quality, etc.

• Surprise model can be used in a fairly general-purpose way across 
modalities and domains

• Can learned representations be “general purpose technologies” for 
numerous tasks, like the steam engine or electricity?









Environments



Tasks

Are there “invariant task representations”?



Meta-learning problem

• As formalized by the “no free lunch theorem”, any effective learning 
procedure must be based on prior assumptions on the task of interest

• These include the selection of a model class and of the hyperparameters of 
a learning algorithm, such as weight initialization and learning rate

• In conventional single-task learning, these assumptions, collectively known 
as inductive bias, are fixed a priori relying on domain knowledge or 
validation

• Fixing a suitable inductive bias can significantly reduce the sample 
complexity of the learning process, and is thus crucial to any learning 
procedure

• The goal of meta-learning is to automatically infer the inductive bias, 
thereby learning to learn from past experiences via the observation of a 
number of related tasks, so as to speed up learning a new and unseen task























How should one approach learning 
representations for several (and unknown) tasks
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