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https://archive.nytimes.com/opinionator.blogs.nytimes.com/2011/06/23/did-my-
brother-invent-e-mail-with-tom-van-vleck-part-five/



“Shannon himself told me that he believes the most promising new 
developments in information theory will come from work on very 
complex machines, especially from research into artificial intelligence.” 
[J. Campbell, Grammatical Man, 1982]

[L. R. Varshney, “Mathematizing the World,” Issues in Science and Technology, vol. 35, no. 2, pp. 93–95, Winter 2019.]
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INFORMATION

INTELLIGENCE



https://www.cnn.com/2024/01/15/us/antique-dress-maine-encrypted-message-cec/index.html



Inside a secret pocket tucked under the bustle were two crumpled sheets 
of paper with seemingly random words and places:

Bismark, omit, leafage, buck, bank
Calgary, Cuba, unguard, confute, duck, Fagan

Notes on the margin of the papers appeared to depict time.  A tag stitched 
into the dress had a handwritten name: Bennett





Wayne Chan, who solves codes as a hobby, discovered the coded messages 
were in fact, a weather report.  And they were not encrypted for secrecy 
but because the code allowed forecasters to shorten detailed weather 
reports into a few words.  

In the era of the telegraph, such shorthand was cheaper than sending a big 
batch of words and temperature readings.  Each word represented 
meteorological variables such as temperature, wind speed, and 
barometric pressure at a specific location and time of day.



The line “Bismark omit leafage buck bank” contains surprisingly specific 
details, from a 19th century telegraphic weather code used by the Army 
Signal Corps.

• “Bismark” meant it was recorded at Bismarck station in what is now 
North Dakota

• “omit” meant the air temperature was 56 degrees and the barometric 
pressure was 0.08 inches of mercury

• “leafage” meant a dew point of 32 degrees observed at 10 pm
• “buck” indicated no precipitation
• “bank” meant a wind velocity of 12 mph and a clear sunset

The words were arranged so particular consonant-vowel pairs 
represented specific numerical values



Previous example was the use of coded representation for the purpose of 
communicating meteorological data

What other purposes can representations of information serve?
 What are good (or optimal) representations for such purposes?



Artificial Weather Generators

[A. Jain, D. Oliveira, A. Sharma, L. R. Varshney, C. Watson, K. Weldemariam, D. Wuebbles, and B. Zadrozny, “Toward an AI-based 
Framework for Accelerated Discovery of Climate Impacts on Agriculture,” presented at AAAI Fall Symposium on AI Meets Food Security: 
Intelligent Approaches for Climate-Aware Agriculture, Nov. 2021.]
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Happy Birthday:

Mozart’s K545:

Music Mosaic:
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[N. S. Keskar, B. McCann, L. R. Varshney, C. Xiong, and R.  Socher, “CTRL: A Conditional Transformer 
Language Model for Controllable Generation,” Sept. 2019.]
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[The New York Times, 27 Feb. 2013]

[San Jose Mercury News, 28 Feb. 2013]

[IEEE Spectrum, 31 May 2013]

[Wired, 1 Oct. 2013]
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Concrete that has half as much embodied carbon and is much stronger

• 8% of worldwide CO2 emissions caused by cement production
• Reduce environmental impacts of construction materials while 

complying with product specifications

• UCI ML repository concrete strength dataset + environmental 
impact evaluated using the Cement Sustainability Initiative’s 
Environmental Product Declaration tool:

• 1030 instances
• 8 input variables (composition)
• 1 (compressive strength) 
• 12 (environmental impact) output variables

• Train a conditional generative neural network model to be able 
to create novel formulations of concrete

Strength [0,1]

Age 0,1 6

Environmental Impact 0,1 12

Concrete formula 0,1 7

Conditional Variational Autoencoder (CVAE)
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Stronger and more than 50% reduction in carbon emissions

Isomap embedding of concrete formulations
DeKalb data center that has been constructed

Concrete that has half as much embodied carbon and is much stronger



[X. Ge, R. T. Goodwin, H. Yu, P. Romero, O. Abdelrahman, A. Sudhalkar, J. Kusuma, R. Cialdella, N. Garg, and 
L. R. Varshney, “Accelerated Design and Deployment of Low-Carbon Concrete for Data Centers,” in Proc. 5th 
ACM SIGCAS Conf. Computing and Sustainable Societies (COMPASS ’22), Seattle, July 2022.]
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www.ensaras.com



Protein Language Models: Using AI to Generate Proteins

[J. Vig, A. Madani, L. R. Varshney, C. Xiong, R. Socher, and N. F. Rajani, “BERTology Meets Biology: Interpreting Attention in Protein 
Language Models,” in Proceedings of the 9th International Conference on Learning Representations (ICLR), May 2021.]







If I have a bunch of scalar-valued data that is 
thought to be independent and identically 
distributed from some source that I want to 
eventually generate synthetic samples from, what 
would be a good representation and how should I 
learn that representation?



Bernard Widrow and István Kollár, Quantization Noise: Roundoff Error in Digital Computation, Signal Processing, 
Control, and Communications, Cambridge University Press, 2008.



Simulation

• A lot of computing software allows you to produce 
random (or at least pseudorandom) samples 
according to a uniform [0,1] random variable.

• What if we want to generate random samples from 
some other random variable?

• Probability integral transformation
• Applying 𝐹−1 to a uniform random variable should produce 

a random variable with cdf 𝐹



Simulation

• Let 𝐹 be a function satisfying the three properties required of a cdf, 
and let 𝑈 be uniformly distributed over the interval 0,1

• The problem is to find a function 𝑔 so that 𝐹 is the cdf of 𝑔 𝑈

• An appropriate function 𝑔 is given by the inverse function of 𝐹, 
𝐹−1 𝑢 = 𝑚𝑖𝑛 𝑐: 𝐹 𝑐 ≥ 𝑢



Given any random continuous variable X, define Y = FX(X).  
Then:

FY is just the CDF of a Uniform(0,1) random variable. Thus, Y has a 
uniform distribution on the interval [0,1].



Simulation



Simulation: Example

• Simulate exponentially distributed random variable 
with parameter 𝜆 = 1

• 𝐹𝑋 𝑢 = 1 − 𝑒−𝑢 for 𝑢 ≥ 0

• 𝐹𝑋
−1 𝑐 = − ln 1 − 𝑐

x = rand(1,1000);

y = -log(1-x);

hist(y,100);





G. Brown, G. Sapiro, and G. Seroussi, “Texture Mixing via Universal Simulation,” 2005

Learning from samples: Lempel-Ziv



G. Brown, G. Sapiro, and G. Seroussi, “Texture Mixing via Universal Simulation,” 2005

Learning from samples: Lempel-Ziv



High Dimensions



Structured (combinatorial) conceptual spaces



Alvin Chan, Ali Madani, Ben Krause, Nikhil Naik, “Deep Extrapolation for Attribute-Enhanced Generation,” NeurIPS 2021.

Extrapolation rather than interpolation



What if I want to represent numbers in such a way that it is easy 
for computers to perform multiplication operations?  What 
might be a good representation?  What about other arithmetic 
operations? 



What if I want to represent numbers in such a way that it is easy 
for computers to perform multiplication operations?  What 
might be a good representation?  What about other arithmetic 
operations? 

Leonardo Torres’ endless spindle





SYLLABUS
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1. Find 
Problem

2. Acquire 
Knowledge

3. Gather 
Related 

Information

4. 
Incubation

5. Generate 
Ideas

6. Combine 
Ideas

7. Select 
Best Ideas

8. 
Externalize 

Ideas

[Sawyer, 2012]
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1. Sample from state space, 
using culturally well-
chosen sampling 
distribution

2. Rank according to 
psychophysical predictors 
of novelty and flavor

3. Select either 
automatically or semi-
automatically depending 
on human-computer 
interaction model
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Joint histogram of surprise and pleasantness for 10000 generated Caymanian Plantain Dessert 
recipes. Values for the selected/tested recipe indicated with red dashed line.
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Data Engineering and Natural Language Processing to Understand the Domain

PARSER

Generative, Selective, and Planning Algorithms to Create the Best New Ideas

DOMAIN 
KNOWLEDGE

DATABASE

DYNAMIC
PLANNER

COMBINATORIAL
DESIGNER

COGNITIVE
ASSESSOR

NOVEL RECIPE
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Recipe Corpus
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[Shepherd, 

2006]

Neurogastronomy
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Saffron (Crocus sativus L.)

phenethyl alcohol

safranal

isophorone

Food Chemistry
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Black Tea

Bantu Beer

Beer

Strawberry

White Wine

Cooked Apple

PLEASANTNESS

INTENSITYFAMILIARITY

R2 = 0.374

Chemical 
Compound

Ingredient

Recipe

Linear Pleasantness 
Hypothesis

DATA

Chemistry: molecular properties

Psychology: human-labeled 
pleasantness rating
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Chemistry [TPSA, heavy atom count, complexity, 

rotatable bond count, hydrogen bond acceptor count]

Hedonic Psychophysics
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[Ahn, Ahnert, et al., 2011]

Flavor Networks
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[Itti and Baldi, 2006]

𝑆 𝑅, ℬ = 𝐷 𝑃𝐵|𝑅||𝑃𝐵 = න

ℬ

𝑃𝐵|𝑅 log
𝑃𝐵|𝑅

𝑃𝐵
𝑑𝐵

newly created recipe

personalized 
repository of prior 
food experience

prior beliefs

posterior 
beliefs

Latent Dirichlet Allocation (LDA) Model

Bayesian Surprise and Attention
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1. Find 
Problem

2. Acquire 
Knowledge

3. Gather 
Related 

Information

4. 
Incubation

5. Generate 
Ideas

6. Combine 
Ideas

7. Select 
Best Ideas

8. 
Externalize 

Ideas

[Sawyer, 2012]

Learn data-driven 
cognitive models

Use models for 
creativity
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WIKIA

ICE

US NAVY

PARSER

...

RECIPE
DB

RECIPE
PLANNER

RECIPE
DESIGNER

COGNITIVE 
RECIPE

ASSESSOR

COOKING
PLAN

Crowds & 
Experts

Natural 
Language 

Processing
Databases

Operations 
Research

Creativity 
Analytics

Predictive 
Analytics

Human-
Computer 
Interaction

5. Generate 
Ideas

7. Select 
Best Ideas

8. 
Externalize 

Ideas

6. Combine 
Ideas
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