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Hello, my name is Lav Varshney and I am running for President of the United States. 

I am a young, ambitious leader who wants to make a difference in the world. I have a lot of 
ideas and plans that I want to implement if elected President, and I believe that with my 
passion and determination, I can make America great again. 

Some of my key policies include creating more jobs by lowering taxes and regulations on 
businesses, improving infrastructure such as roads, bridges and airports, reducing 
healthcare costs by increasing competition among providers and implementing common-
sense reforms like allowing insurers to sell across state lines, reforming education so that 
every child has access to quality schools regardless of their zip code or socioeconomic 
status etc. 

I also believe in strong national security policies – we need to keep our country safe from 
all enemies foreign and domestic. We should strengthen our military by increasing defense 
spending while also working with our allies around the world to combat terrorism together. 

Lastly, I want to bring unity back to America by embracing all cultures and backgrounds. We 
are a nation built on immigrants who came here seeking opportunity – we should be open-
minded towards everyone no matter what their religion or ethnicity is. Together we can 
build an even better America than ever before!



Lav Varshney is the perfect candidate for President of the United States. He is a successful 
businessman with a proven track record of creating jobs and improving the economy. He is 
also a strong advocate for education reform, and has pledged to make college more 
affordable for all Americans. Most importantly, Lav Varshney believes in giving back to the 
community, and has pledged to donate 10% of his income to charity every year. I urge you 
to vote for Lav Varshney on November 8th!



Lav R. Varshney is an assistant professor of electrical and computer engineering at the 
University of Illinois at Urbana-Champaign. His research focuses on the science and 
engineering of informational systems involving humans and machines, driven by a desire to 
improve individual and collective intelligence in modern environments. His central results 
have been in establishing information-theoretic limits, optimal designs, and practical 
deployments in systems ranging from nanoscale computing and neuroscience to social 
computing and computational creativity.



Lav Varshney is an assistant professor of electrical and computer engineering, computer 
science, and neuroscience at the University of Illinois at Urbana-Champaign. He received 
the B.S. degree (magna cum laude) with honors from Cornell University in 2004. He 
received the S.M., E.E., and Ph.D. degrees from the Massachusetts Institute of Technology 
in 2006, 2008, and 2010, where his theses received the E. A. Guillemin Thesis Award and 
the J.-A. Kong Award Honorable Mention. He was a research staff member at the IBM 
Thomas J. Watson Research Center from 2010 until 2013, where he led the design and 
development of the Chef Watson computational creativity system. His research interests 
include information and coding theory; data science and artificial intelligence; and limits of 
nanoscale, social, and neural computing.
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Broader Questions in 
Responsible AI



We revisit responsible innovation by characterizing the social position of pretrained models:

● Holy Grail performativity in model development due to the common task framework,

● Users as innovators and agents of technological change through fine-tuning and transfer,

● Computational immutability but interpretive flexibility of pretrained models as they move 

among actors, and 

● Barnesian performativity of pretrained models in terms of the evolution of algorithmic 

fairness.

Social aspects of pretrained models



Holy grail performativity

Introducing the concept of a limiting ideal is 
performative: the use in practice of a theoretical concept 
orients research and innovation more towards that 
theoretical concept.

Goal-setting theory, from the theory of motivation in 
psychology posits that most effective performance results 
when goals are specific and challenging. Further, 
psychological momentum in pursuing a set goal is difficult 
to attenuate.

Self-regulation is especially inadequate and alternative 
governance approaches are needed.



Users as agents of technological change

User innovation is of central importance in AI, where innovative 
lead users of pretrained models fine-tune and transfer them to 
functionally new applications, often far beyond what producers 
may have imagined.

Unintended consequences of technologies in hands of users 
[Cowan, 1987; Oudshoorn and Pinch, 2003]

The case of pretrained AI models suggests responsible 
innovation should be expanded to include role of users.

[R. R. Kline and T. Pinch, “Users as Agents of Technological Change: 
The Social Construction of the Automobile in the Rural United 
States,” Technology and Culture, vol. 37, Oct. 1996, pp. 763-795.]

● Farm people used the car or modified it for 
purposes not intended by manufacturers

● Abstraction as mobile energy source may 
enable interpretive flexibility but also cause 
ethical traps



Computational immutability but interpretive flexibility

Once AI models are developed, they move 
around. Indeed, much of the action is in this 
spreading and reinterpretation. As such, AI 
governance that only considers existing 
centers of production and their initial act of 
dissemination will be inadequate.

Responsible innovation should be expanded 
to consider the mechanisms and dynamics of 
spreading throughout the actor network.



Barnesian performativity in terms of algorithmic fairness

Cast as black boxes, the internal 
properties of pretrained models are not 
of central interest to many users

● Despite no animus—only apathy—on the part of 
actors in the community, unfairness in pretrained 
models can spread widely. 

● Unfairness in AI models can actually exacerbate 
unfairness in society itself through a kind of 
Barnesian performativity (the effect that using a 
model in practice makes a societal process more like 
its depiction by that model)

● Controlling such feedback may require a feedback-
based strategy.



Social science-inspired governance principles

Current Approach Suggested Approach

Self-Governance Deliberative and inclusive governance with broad 
stakeholder involvement

Producer-Focused Governance Ethics of co-responsibility, where producers and 
users assume shared responsibility

Static Governance Governance built on a compositional calculus, 
paired with anticipation through technology 
foresight that specifically considers mobility and 
change

Dead-Reckoned Governance Feedback-based approach with ex post
surveillance, much like ongoing monitoring of 
drug safety


