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● Blackmail, harassment, sabotage, etc.

● Dating scams or “catshing”

● Political propaganda, inciting violence, discrediting 

leaders and institutions

● Deepfake porn

● Fake news and misinformation

Building on [B. Zhu, J. Jiao, and D. Tse, Feb. 2019], we 

established that error exponents for detecting GAN-

generated deepfakes are governed by the oracle error for 

particular GAN loss function used in training 

S. Agarwal and L. R. Varshney (ICML 2019 workshop)

AI Safety: Limits of Deepfake Detection

thispersondoesnotexist.com

Rather than considering deepfake images, consider generative models for natural language text





[N. S. Keskar, B. McCann, L. R. Varshney, C. Xiong, and R. Socher, “CTRL: A Conditional Transformer Language Model for 

Controllable Generation,” arXiv, 2019.]

Large-scale (conditional) language models





Perplexity

A reformulation of the 
cross-entropy between 
the true language P and 
the model Q has been 
empirically shown to 
measure the quality of 
generated output of 
language models, but no 
specific formal 
operational interpretation 
through a “coding 
theorem”



Detection of model-generated text (GPT-2)



GPT-2 report



Limits of Detecting Language Model Outputs

The distribution of authentic text is denoted P and the distribution of text generated by the 
language model is Q.  Suppose we have access to n tokens of generated text from the language 
model, which we call Y1, ..., Yn.  We can formalize the hypothesis test as:

For  the  Neyman-Pearson formulation  of  fixing  false  alarm  probability  and  maximizing true 
detection probability, assuming ergodicity, it is known that the error exponent is given by the  
asymptotic  Kullback-Leibler divergence rate, defined as the almost-sure limit of:

if the limit exists, where Pn and Qn are the null and alternate joint densities of (Y1, ..., Yn), cf. 
[Sung, Tong, Poor, 2006; Luschgy,  Rukhin, Vajda, 1993]



Limits of Detecting Language Model Outputs

perplexity

cross-entropy

Suppose we are given a specific language model like GPT-2, characterized in terms of its cross-
entropy or perplexity.

Since  we  think  of H(P) as  a  constant,  we  observe  that the  error  exponent  for  the  decision  
problem  is  precisely  an affine shift of the cross-entropy. Outputs from models that are better in 
the sense of cross-entropy or perplexity are harder to distinguish from authentic text, in this 
precise sense.



Limits of Detecting Language Model Outputs

● Now  rather  than  considering  a  particular  language  model, consider bounding error 
probability in detection of outputs  of  a  maximum  likelihood  (ML)  language  model.

● Though not quite correct, human language text can be modeled as stationary, ergodic 
random processes from finite alphabet A [Manning and Schütze, 1999]

● Due to diversity in language production, assume stationary, ergodic process is non-null in the 
sense of [Csiszar and Talata, IEEE Trans. Information Theory, 2010], also called the smoothing 
requirement

● Further assume the random process has summable continuity rate [Csiszar and Talata, IEEE 
Trans. Information Theory, 2010]

Think of language model as approximating a non-null, stationary, ergodic process with finite 
alphabet A with a k-order Markov process based on n-length realization

● We  think  of k as  a  large value  and  so  the  family  encompasses  the  class  of  neural 
language models like GPT-2 and CTRL, which are a fortiori Markov  in  structure.  Empirical  
results suggest LSTM and similar neural language models have Markov order as small as k = 
13; the appropriate k for large-scale language models has not been investigated empirically



Limits of Detecting Language Model Outputs

From d-divergence to 
KL divergence

Now  we  bound  the  excess  probability  of  the  error exponent in hypothesis testing, by first 
drawing on an excess probability  bound  for  the  Ornstein d-bar  distance  between  a  
stationary,  ergodic  process  and  its  Markov  approximation,  due to  Csiszar  and  Talata (2010)  

Then  we  bound  the  Ornstein d-bar distance using the Kullback-Leibler divergence via a 
conjectured extension of Marton’s technique (1996) generalizing reverse Pinsker’s inequality, to 
get the result in terms of standard measures of language model performance.



“In  AI  circles,  identifying  fake  media  has  long  received less 
attention, funding and institutional backing than creating it:  Why  sniff  
out  other  people’s  fantasy  creations  when  you can  design  your  
own?  ‘There’s  no  money  to  be  made  out  of detecting these things,’ 
[Nasir] Memon said.”  – D. Harwell, The Washington Post, Jun. 2019.


