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(Shannon, 1948)



Language Model

https://thegradient.pub/understanding-evaluation-metrics-for-language-models/



Self-Supervision and Cloze Task



https://transformer.huggingface.co/





Conditional Generation (CTRL Codes)



Data



Tokenization



Tokenization for Controllable Generation



Architecture and Training Algorithms/Infrastructure



https://towardsdatascience.com/deconstructing-bert-distilling-
6-patterns-from-100-million-parameters-b49113672f77

Attention Mechanisms



Attention in Sequence-to-Sequence Models, e.g. for Translation

https://jalammar.github.io/visualizing-neural-machine-
translation-mechanics-of-seq2seq-models-with-attention/



https://jalammar.github.io/illustrated-transformer/

Attention in the Transformer Architecture



https://www.youtube.com/watch?v=Elxn8rS88bI

Transformers as Universal over Domains



Transformers as Universal Predictors?


