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Can one learn a language model for a (probabilistic) context-free grammar 
source and do information-theoretic probing of what rules are learned? 



An example of applying a shared MLP depending on two last inputs. Inputs are denoted by blue nodes 
(bottom), intermediate representations are denoted by orange nodes (middle), and output probabilities 
are denoted by green nodes (top). Notice that a probability θd is not dependent on xd

[J. M. Tomczak, Deep Generative Modeling, Springer, 2022.]



An example of applying an RNN depending on two last inputs. Inputs are denoted by blue nodes 
(bottom), intermediate representations are denoted by orange nodes (middle), and output 
probabilities are denoted by green nodes (top). Notice that compared to the approach with a 
shared MLP, there is an additional dependency between intermediate nodes hd

[J. M. Tomczak, Deep Generative Modeling, Springer, 2022.]



An example of applying causal convolutions. The kernel size is 2, but by applying dilation in higher 
layers, a much larger input could be processed (red edges), thus, a larger memory is utilized. Notice 
that the first layers must be option A to ensure proper processing

[J. M. Tomczak, Deep Generative Modeling, Springer, 2022.]


