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https://medium.com/mlearning-ai/generative-everything-the-technology-that-brought-you-deepfakes-soon-brings-you-3777a8bccee7



Nitish Shirish Keskar, Bryan McCann, Lav R. Varshney, Caiming Xiong, Richard Socher, “CTRL: A Conditional Transformer 
Language Model for Controllable Generation,” arXiv:1909.05858 [cs.CL], Sept. 2019.





Bernard Widrow and István Kollár, Quantization Noise: Roundoff Error in Digital Computation, Signal Processing, 
Control, and Communications, Cambridge University Press, 2008.



Simulation

• A lot of computing software allows you to produce 
random (or at least pseudorandom) samples 
according to a uniform [0,1] random variable.

• What if we want to generate random samples from 
some other random variable?

• Probability integral transformation
• Applying 𝐹−1 to a uniform random variable should produce 

a random variable with cdf 𝐹



Simulation

• Let 𝐹 be a function satisfying the three properties required of a cdf, 
and let 𝑈 be uniformly distributed over the interval 0,1

• The problem is to find a function 𝑔 so that 𝐹 is the cdf of 𝑔 𝑈

• An appropriate function 𝑔 is given by the inverse function of 𝐹, 
𝐹−1 𝑢 = 𝑚𝑖𝑛 𝑐: 𝐹 𝑐 ≥ 𝑢



Given any random continuous variable X, define Y = FX(X).  
Then:

FY is just the CDF of a Uniform(0,1) random variable. Thus, Y has a 
uniform distribution on the interval [0,1].



Simulation



Simulation: Example

• Simulate exponentially distributed random variable 
with parameter 𝜆 = 1

• 𝐹𝑋 𝑢 = 1 − 𝑒−𝑢 for 𝑢 ≥ 0

• 𝐹𝑋
−1 𝑐 = − ln 1 − 𝑐

x = rand(1,1000);

y = -log(1-x);

hist(y,100);





G. Brown, G. Sapiro, and G. Seroussi, “Texture Mixing via Universal Simulation,” 2005

Learning from samples: Lempel-Ziv



G. Brown, G. Sapiro, and G. Seroussi, “Texture Mixing via Universal Simulation,” 2005

Learning from samples: Lempel-Ziv



High Dimensions



Structured (combinatorial) conceptual spaces



Alvin Chan, Ali Madani, Ben Krause, Nikhil Naik, “Deep Extrapolation for Attribute-Enhanced Generation,” NeurIPS 2021.

Extrapolation rather than interpolation



What are generative AI models good for?

Why are you taking this elective class?



SYLLABUS



[The New York Times, 27 Feb. 2013]

[San Jose Mercury News, 28 Feb. 2013]

[IEEE Spectrum, 31 May 2013]

[Wired, 1 Oct. 2013]
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https://www.ibmchefwatson.com
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Consensual assessment technique
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Lovelace: “only when computers originate 
things should they be believed to have minds”

Beyond the Turing Test: Lovelace 2.0

LOVELACE

FERRUCCI

RIEDL

Lovelace 1.0: an artificial agent possesses 
intelligence  in terms of whether it can “take us 
by surprise”

Lovelace 2.0: An artificial agent must create artifact o of type t where:
• artifact o conforms to constraints C where ci ∈ C is any criterion expressible in 

natural language
• human evaluator h, having chosen t and C, is satisfied o is valid instance of t and 

meets C, and
• human referee r determines combination of t and C to not be impossible
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1. Find 
Problem

2. Acquire 
Knowledge

3. Gather 
Related 

Information

4. 
Incubation

5. Generate 
Ideas

6. Combine 
Ideas

7. Select 
Best Ideas

8. 
Externalize 

Ideas

[Sawyer, 2012]
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1. Sample from state space, 
using culturally well-
chosen sampling 
distribution

2. Rank according to 
psychophysical predictors 
of novelty and flavor

3. Select either 
automatically or semi-
automatically depending 
on human-computer 
interaction model
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Joint histogram of surprise and pleasantness for 10000 generated Caymanian Plantain Dessert 
recipes. Values for the selected/tested recipe indicated with red dashed line.
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Data Engineering and Natural Language Processing to Understand the Domain

PARSER

Generative, Selective, and Planning Algorithms to Create the Best New Ideas

DOMAIN 
KNOWLEDGE

DATABASE

DYNAMIC
PLANNER

COMBINATORIAL
DESIGNER

COGNITIVE
ASSESSOR

NOVEL RECIPE
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Recipe Corpus
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[Shepherd, 

2006]

Neurogastronomy
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Saffron (Crocus sativus L.)

phenethyl alcohol

safranal

isophorone

Food Chemistry
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Black Tea

Bantu Beer

Beer

Strawberry

White Wine

Cooked Apple

PLEASANTNESS

INTENSITYFAMILIARITY

R2 = 0.374

Chemical 
Compound

Ingredient

Recipe

Linear Pleasantness 
Hypothesis

DATA

Chemistry: molecular properties

Psychology: human-labeled 
pleasantness rating
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Chemistry [TPSA, heavy atom count, complexity, 

rotatable bond count, hydrogen bond acceptor count]

Hedonic Psychophysics
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[Ahn, Ahnert, et al., 2011]

Flavor Networks
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[Itti and Baldi, 2006]

𝑆 𝑅, ℬ = 𝐷 𝑃𝐵|𝑅||𝑃𝐵 = න

ℬ

𝑃𝐵|𝑅 log
𝑃𝐵|𝑅

𝑃𝐵
𝑑𝐵

newly created recipe

personalized 
repository of prior 
food experience

prior beliefs

posterior 
beliefs

Latent Dirichlet Allocation (LDA) Model

Bayesian Surprise and Attention
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1. Find 
Problem

2. Acquire 
Knowledge

3. Gather 
Related 

Information

4. 
Incubation

5. Generate 
Ideas

6. Combine 
Ideas

7. Select 
Best Ideas

8. 
Externalize 

Ideas

[Sawyer, 2012]

Learn data-driven 
cognitive models

Use models for 
creativity
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WIKIA
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US NAVY
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RECIPE
PLANNER

RECIPE
DESIGNER

COGNITIVE 
RECIPE

ASSESSOR

COOKING
PLAN

Crowds & 
Experts

Natural 
Language 

Processing
Databases

Operations 
Research

Creativity 
Analytics

Predictive 
Analytics

Human-
Computer 
Interaction

5. Generate 
Ideas

7. Select 
Best Ideas

8. 
Externalize 

Ideas

6. Combine 
Ideas

40



• At least 8% of global 
emissions caused by humans 
come from the cement industry 
alone

• Interest in reducing 
environmental impacts of 
construction materials while 
complying with product
specifications.

Computational creativity / accelerated discovery for engineering 

materials

https://www.nature.com/articles/d41586-021-02612-5



▪ UCI ML repository concrete strength dataset + Environmental impact evaluated using the 
Cement Sustainability Initiative’s Environmental Product Declaration tool: 

• 1030 instances

• 8 input variables (composition)

• 1 (compressive strength) + 12 (environmental impact) output variables

https://github.com/IBM/Conditional-Variational-Autoencoder-for-Concrete-Design

Small historical data set



Strength [0,1]

Age 0,1 6

Environmental Impact 0,1 12

Concrete formula 0,1 7

Component Neuron type and activation Dimension

Encoder Layer 1 Fully connected+ReLU 26×25

Layer 2 Fully connected+ReLU 25×20

𝜇 Fully connected+Softplus 25×2

log 𝜎2 Fully connected+Softplus 25×2

Z Reparameterization Trick 2

Decoder Layer 1 Fully connected+ReLU 2×20

Layer 2 Fully connected+ReLU 20×25

Output layer Fully connected+Sigmoid 25×7

Conditional variational autoencoder (CVAE)

Want conditioning variables 
and extrapolative ability



Neuron type and activation Dimension

Layer 1 Fully connected+ReLU 7×90

Layer 2 Fully connected+ReLU 90×35

Layer 3 Fully connected+ReLU 35×10

Output layer Fully connected+ReLU 10×7

Property predictors



𝑋′ Predictor 𝐴′

Predictor Performance (MPa)

Metric ≤3 7 14 28 56 ≥90

MAE 2.985 3.850 3.378 6.015 5.093 4.457

RMSE 0.222 0.201 0.163 0.227 0.124 0.125

R2 0.819 0.870 0.703 0.679 0.795 0.789

Metric GWP (kg 
CO2 eq.)

AP (kg 
SO2 eq.)

CBW (m3)

MAE 7.187 0.019 0.003

RMSE 9.374 0.040 0.006

R2 0.979 0.974 0.881

Strength regressor performance



7 days 28 days

Strength-conditioned progression



Curing time = 7 days
Strength = 30±1 MPa

Curing time = 7 days
Strength = 40±1 MPa

Environmental impact of training samples and generated samples



Examples of Generated Mix Design

Conditional Average Environmental 
Impact Reduction of Better Samples

Age Strength 
(MPa)

GWP (kg 
CO2 eq.)

AP (kg SO2 

eq.)
CBW (m3)

≤3 30±1 0.80 1.83 5.47

40±1 7.74 1.59 0.26

7 30±1 19.69 3.94 7.58

40±1 25.45 11.33 5.03

14 20±1 2.20 5.72 10.64

60±1 42.45 21.09 5.17

28 70±1 21.62 6.66 3.32

80±1 27.44 8.40 4.15

56 40±1 4.38 2.95 7.04

50±1 14.38 3.23 3.64

70±1 30.26 23.75 1.32

80±1 5.88 1.33 3.46

≥90 80±1 30.58 6.91 4.11

Strength (MPa) 30±1 40±1

Constituent
Material

Amount (kg per m3)

Cement 186.4 259.0

Slag 236.7 288.6

Fly Ash 107.1 58.8

Water 142.3 142.5

Superplasticizer 22.3 26.1

Coarse Aggregate 901.4 868.6

Fine Aggregate 717.2 763.0

Average environmental impact reduction achieved and newly 

generated mix designs



Cement

Blast 

Furnace 

Slag

Fly Ash Water

Super-

plasticizer 

(SP)

Coarse 

Aggregate

Fine 

Aggregate
Age (day)

Target 

Concrete 

compressive 

strength 

(psi)

131.46 201.21 119.67 180.7 7.46 950.72 780.48 28 4000

128.59 197.46 124.24 184.31 6.61 954.48 787.47 28 3000

134.89 182.74 113.78 179.43 7.32 953.22 785.28 28 3000

132.25 184.37 119.74 181.03 7.33 954.1 786.55 28 3000

129.02 210.6 122.8 184.63 6.84 953.5 780.11 28 3500

All units in (kg/m3) unless specified

AI mixes



Human adjustment of superplasticizer to improve rheology (and 

address drift from historical data)



Very good compressive strength in laboratory setting



Ozinga 
Formulation

1533SX 1097SX 1109S 1101S 1160S

Estimated GWP 
(kg CO2 eq.)

207.30 284.92 250.83 249.86 276.33

AI-Based Formulation 1 2 3 4 5

Estimated GWP (kg CO2 
eq.)

152.15 152.28 157.29 155.16 152.15

Average of industry 
standard (similar28-day 
compressive strength)

282.36 280.31 318.75 302.45 279.78

More than 50% reduction in carbon emissions



Isomap embedding of concrete formulations

Extrapolative rather than interpolative



Test Pours at New Data Center


