
( . (a) #

Consider the following example :

X ,Y , and t are 3 RVs on 50, 13 With joint puf

P ((Xi ,H) = (1 ,
0
,01) : ↑

P( (X, Y
,(2) = 10 , 1 ,07) = ↑S P((X/Y
,(2) = 10, 0

, 1)) = ↑

P ((XiY ,+) = (1 , 41))= E
.

Or equinciently , (X ,
Y

, 12) ~ Unif (((10 , 0)
,
10 1 1

, 0) ,
100, 1 , (11 , 13)

.

It immediately follows that H(X,Y, Yz) = logz 4 = 2
.

Note that X , Y I
andYe have a marginal distribution

Ber E1 ,
and thus H(X) = H(Y1 ) = H() = 1

.

In addition
, note that (X,

Y
1 ) = [Xit) , (Y1 /Yu)

have the same distribution Unit (0 , 01 ,
0, 1)

,
(10)

, (11]).
Thus H(X, Y1) = H(X ,/H = H(Y , ) = logz4= 2

.



Now we have

I (X ;Yi) = H() + H(i) - H(X,Y) = + + 2= 0
,

# (x Y Y2) = H(x) + H(y)- H(X,Y = 1 + 1 - z= 0
,
but

1(X ; Y
,Y = H(x) + H(Y,<) - H(X ,

Y
, Yz)

=I + 2 - 2 = 1 +Or

2. #

We can take arbitrary iid X and Y
, say X

,
Y, Edber (2),

and then set Yz = Y.

Then [ (XiYi) = [IXTY) = 0 Since X and Y, are independent
and Y = Y.

But I (4,Y2) = [(Y;%) = HMil-H(Y/Yi)
= H(il = 1 + 0

.
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(2) From(b) , we have

I (X ; Y) - [(Xiz)

= (H(x)-H(x1Y)) - (H(X) - H(x(z)
= H(X(z) - H(X(Y) 20 ·

Thus I(X ; Y) : I (X ,z) .
&ED

.

(d) From (a) , we have

[(XYz/Y) = H(X(Y) - H(X/Y,z) = 0
· RED .



&
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3. Following the terminology in class

,
we seek to prove

that for any given collection of RVs XI
,

" An,

the following set function g is submodular :

g : 2 Reo

g (SI1 ,
in

, -; ie]) = H(Xi
,
Xiz , "" Xie) ·

More precisely ,
we seek to show for any S ,

and Su

such that

5 = Eil , ..., il] ! Sz = Si , .. : je
,
jets

,

" Im3

[ [l , . . . ,]

and for any JEE1 , .... n3)Su , we have

9) (S , VE53) - g(51) = g(szV[i))-g(sel,
or equivalently

H ( Xi
,
·

, Xie , Xj) - H(Xi , · .

. Xie]

2 H (Xi 1, . .

., Xim ,Xj) - H(Xz
, . . , Xim) ·

... B- 1)
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Note that by the chain rule of entropy, we have

H(X = ,
. .

., Xie ,Xj) - H(Xi , . .
.

, Xie)

= H(Xj(Xi
,

"

, , Xie). ... B- 2

And similarly ,

H(Xi , . . . , Xim , Xj) -H (Xi , . .
.

, Xim)

= H(XjIXi , ,
. .

.

, Xim)
.

.
- (3-3) .

Furthermore , since conditioning reduces entropy ,
we have

H(Xj) Xi , , .
. .

, Xim)
= H(Xj/Xis, ..., Xie , Xees, ..., Ximi

[H(Xj) Xi , .
.

-, Xie) .

. . . 3- 4)

Combining -2) , B-31 and B-4) profes B-17. LED
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Taking expectation on both sides of (4-1) , we have
I [D (pin 11p)]
-
> I F(D(PIP)] + EDI ((D)]

.

--- (4-2)

Finally ,
note that since (Xi) is are zid

,
in has the

same distribution as Em
,
and thus (4-2) becomes

#((Pin11P)] = ELD(EIIP)] .

&ED -

(b) Following the hint
,
define for each KEEl , ..., n] and

for eachX of that

in ) =
+ & 1x =x]
14

Then
,
we have for each If If that

=Ex
k= 1

IEK

(switch summation) &

= Ex
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() py-pynk -08462.

The rest probability Po= 0
. 9 -0-8462 = 0-0530 can be

fulfilled by collecting No= S 7236806
sequences with 12 1s into B.

Therefore
,
the number of elements in B is

(+ ) + 10 - 20459889#

(d) The intersection contains all the sequences of 13.... 19 1s

andNo sequences of 12 Is.

Thus there are

⑭(25) + 1000389483# elements in

k= 13

the intersection.
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D(a) Define

(P , .
.

., Pe) = (0. 05
,

0
, 08 ,

0
. 13

,
0

.

09
,

0
.

30
,

0
.

20, 0. 15)
.

Then H(X) =

- PilogPi #

(6) If there is no probability known
, encoding & symbols needs

a minimum of Mogat7 = 3 bits.

A fixed-length code can be constructed as follows :

A - 08

B -> ool

1 010

1 - 01l

E -100

F -(0)

1-110
#






























