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Today : Exchanging Quantum Information (contdl
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#

I: Fundamental Quantum Algorithms
& Basics of Quantum Computing

neeRECAP Quantum Teleportation E
1 EPR]

;
Alice has 14)

-

--

2 classical Alice & Bob share an EPR pair
Alice 147 bits They can exchange classical messages

Alice sends Bob 2 bits & Bob gets a perfect copy of 14p>

##Idea If Alice performs a local CNOT on 1447 0 her share

of the EPR pair ,
then all three qubits become

entangled . If Alice measures
,
she has performed

a distributed (NOT essentially. There might be
some errors but Bob can correct them if Alice

sends the measurement outcome
.

#muchpation camecodeds ?

n-qubit state
(4) = S ax1x) has 2" complex amplitudes

x= [0,13

On the surface it looks like it contains an exponential amount of information

In Quantum Computing ,
we want to harness this to our advantage

But as we have seen
,

we can only get information by measurements which

changes the quantum state ,
so there is a delicate balance here

If we have i qubits ,
how much classical information can we store ?

Can we use a qubits as a "quantum hard drive" to store much more

than i classical bits ?

Hero's rem says that for information storage quantum bits are

not much better than classical bits

rem Alice has an m-bit string X that she wants to transmit to Bob .

She wants to encode X in some n qubit state 14x7 s .
t

.
Bob

can do local operations to try to decode X

Bob only gets X with high probability if i m

=> I [Bob decodes X correctly] = "
-"

①



totry If Alice & Bob share an EPR pair
she can send only 1 qubits & Bob can recover

with high probability .

2

"I ebit + 1 qubit > 2 classical bit
"

This is called superdense coding & very similar

to teleportation

iso umeating

First let us start with the basics of classical computing

Classical Circuit C X. I -

Y

:z
--

-

-

XH --- xi

Input Output

computes a function F : 90
,
13" -> 30 ,13" < Typically just

n-bits M-bits consider m = 1

since we can output
bit by bit

Eg x
...... n

= bit representation of a large number

YI
- if X is prime or not

Our focus will be on efficiency - design circuits with fewest number of grates
in particular, how does the #gates scale with n ?

Is it i
2

or 2 ?

# Gates in a classical circuit roughly corresponds to number of time steps an algorithm takes

# Gates= # time-steps

How would you implement this as a program or a Turing Machine ?

E
.g . Python def F(x) : OR Turing Machine

-

- #
I

-
return y

#

CT :
Given python code that computes F in T steps on length - inputs ,

one can

produce a circuit using [AND ,
OR

,
NOT] goates that computes F and has

Spypthon · TlogT gates ?
②



mon's (1937) Every F : 90 ,13 - 50,
13 can be computed by a circuit

with 2" gates .

Also
,
almost all F's need I gates .

The functions we care about are special and in some cases we only need polynomial in a gates
E

.g .
shortest path

#

abilist putation . Add a FLIP gate

#- .E random output
no inpot

A probabilistic circuit a "apptes" F : 30 , 134-50 ,
13 if

↑ inpots x
. p(((x) = F(x1] = small (say = %) = We can reduce

the error by
repeating

We strongly believe that probabilistic computation does not give exponential savings

entri Model

1x

Inputs ! #. ...
outputs

1xx -

umentangled Typically standard measurements only
10) or 117

2" x 2" unitary

Quantum circuit & computes F
: 20 , 13 M -> 30 , 13 if

* inputs x , 1P(((X + F(x)] < small
measurement

Typically we measure only at the end since we can add extra qubits
to defer the measurement -> "Principle of Deferred Measurement

"

Will be on HW 3

# is also is nice since we don't have to deal with mixed states since

there are no intermediate measurements

⑤



-> Next few Lectures

: Does 7 F which quantum circuits can compute much more efficiently than classical ones??

④. Can quantum circuits simulate classical circuits ?

&

8 . Does the exact quantum gates matter ?

Let's talk about Q2 first ! Can a Q .
C

. computer-
Recall

,
Q

. gates are unitary UV = I => U
= Ut inverse exists

In particular ,
all quantum gates are reversible meaning if you

know the output you can figure out the input

Not true for AND ! True for NOT gate !

This topic of reversible computing was studied by physicists in the 1960s - 70s

They were interested in energy efficiency

To make AND gate reversible ,
we need more qubits and one reversible gate CSWAP

(controlled - SWAPS

-

control XI -

- I SWAPS Xe and Xy if X
,

= 1

-
does nothing if x

,
= 0

Gives a permutation of [10007 , .... (113=> Unitary gate
It's it own inverse in fact !

How to implement AND gate ?
I

-F. aupasi-

similarly one can implement OR gate using CSWAP

- XHow to implement FANOUT gate
?

x.
-x,

E
x,
-- x ,

0-- x
-I

1 -p- garbage"

④



⑳lary Any classical circuit computing F : 20 ,
13"- 20 , 13" can be efficiently converted

to a reversible (and hence quantum) circuit

QC : 20 ,
13 "+

9

-> [0 ,
13

* 8
n + a = ++g

a = # of ancilla bits - typically initialized to all o's

g
= # of garbage dits

(x
,

0
....

-,

(k)-xa e

R a g

# gates in quantum circuit # gates in classical circuit) constant

How about probabilistic computing ?

#
-

-01 random E 107 -T-e-011 randon

Can defer measurement till the end using
more ancillas

alary Quaktur circuits are at least as powerful as probabilistic circuits
-

ME More on garbage & Q3 Whether the exact quantum gate set matter ?
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