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Large scale, computer-based testing

500+

800+

2

Versioned

Autograded

Async

More 
“authentic”



Assessments
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(some) Research interests
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Investigating exams 
and frequency

Producing "isomorphic" 
programming questions

Autograding Explain in Plain 
English (EiPE)

Skill hierarchies & 
programming patterns



Interest one– Exams and Frequency
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SIGCSE 2022 - “Are we Fair? Quantifying Score Impacts of Computer Science Exams with Randomized Question Pools.”

SIGCSE 2023 - “Investigating the Effects of Testing Frequency on Programming Performance and Students’ Behavior.”

Investigating exams 
and frequency

Producing "isomorphic" 
programming questions

Autograding Explain in Plain 
English (EiPE)

Skill hierarchies & 
programming patterns



Interest two– Skills & patterns
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Reevaluating the relationship between explaining, tracing, and writing skills in CS1 in a replication 
study. Computer Science Education Replication Studies Special Edition 2022.

Demirtaş, Mehmet Arif, et al. "Validating, Refining, and Identifying Programming Plans Using 
Learning Curve Analysis on Code Writing Data." Proceedings of the 2024 ACM Conference on 
International Computing Education Research-Volume 1. 2024.

Investigating exams 
and frequency

Producing "isomorphic" 
programming questions

Autograding Explain in Plain 
English (EiPE)

Skill hierarchies & 
programming patterns



Interest three– "isomorphic" 
questions
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SIGCSE 2021 - “Superficial Code-guise: Investigating the Impact of Surface Feature Changes on Students’ Programming Question Scores.”

ITiCSE 2024 - “Quickly Producing ‘Isomorphic’ Exercises: Quantifying the Impact of Programming Question Permutations and Prior Exposure 
on Students’ Performance.”

Investigating exams 
and frequency

Producing "isomorphic" 
programming questions

Autograding Explain in Plain 
English (EiPE)

Skill hierarchies & 
programming patterns



Interest four– Autograding EiPE
Questions
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Investigating exams 
and frequency

Producing "isomorphic" 
programming questions

Autograding Explain in Plain 
English (EiPE)

Skill hierarchies & 
programming patterns

Returns whether a given list contains a given value



EiPE is difficult to grade
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Returns whether a given list 
contains a given value

Looks 
good!

No 
way!

Returns whether a 
given list contains a 
given value

Test cases ???



EiPE questions assess 
comprehension and abstraction
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“Someone else could 
go write the code”

Perhaps even more important with 
Large Language Models



Autograding pipeline (2021)
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Basic pre-processing

Bag-of-words & Bigram Logistic 
Regression

Fowler et al. Autograding “Explain in Plain English” questions using NLP. SIGCSE 2021



Training and evaluating the grader
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Returns whether a given list contains a given value

Cohen’s κ = 0.83

Logistic 
Regression

Fall 2019

Spring 2020

Fowler et al. Autograding “Explain in Plain English” questions using NLP. SIGCSE 2021

Logistic 
Regression VS

Ground truth

Teaching assistants



Autograder performance vs Human 
TAs

13

The autograder performs as well as the average TA

Fowler et al. Autograding “Explain in Plain English” questions using NLP. SIGCSE 2021



Comparing multiple autograders
Binary (Logistic, SVM)
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• Used the same logistic 
regression pipeline as before

• Also compared vs:
• SBERT SVMs
• OpenAI Embedding SVMs

Fowler et al. Evaluating AI models for Autograding Explain in Plain English Questions; Challenges 
and Considerations. In revision



Comparing multiple autograders
Binary (Logistic, SVM)

15

Three “stacked” 
models – 3D

• 3 logistic 
regression models

• Correct vs 
Incorrect

• Unambiguous vs 
Ambiguous

• High-level vs low-
level

Fowler et al. Evaluating AI models for Autograding Explain in Plain English Questions; Challenges 
and Considerations. In revision



Comparing multiple autograders
Binary (Logistic, SVM)

16

Three “stacked” 
models – 3D

Two LLM based 
graders

Returns whether a given 
list contains a given value

Returns whether a given 
list contains a given value

Fowler et al. Evaluating AI models for Autograding Explain in Plain English Questions; Challenges 
and Considerations. In revision



GPT Prompt
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Few shot “training”

5 correct answers

5 incorrect answers

Student answer

We later asked for feedback
Fowler et al. Evaluating AI models for Autograding Explain in Plain English Questions; Challenges 
and Considerations. In revision



GPT as a grader: example
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I agree with GPT!

I like this feedback

I might have marked 
this one wrong…

Fowler et al. Evaluating AI models for Autograding Explain in Plain English Questions; Challenges 
and Considerations. In revision



Model performance so far
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Accuracy (vs Ground Truth)Grader
86.3%Bigram Logistic Regression 

(original)

Fowler et al. Evaluating AI models for Autograding Explain in Plain English Questions; Challenges 
and Considerations. In revision



Model performance so far
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Accuracy (vs Ground Truth)Grader
86.3%Bigram Logistic Regression 

(original)
86.5%SBERT SVM
88.9%OpenAI SVM

Fowler et al. Evaluating AI models for Autograding Explain in Plain English Questions; Challenges 
and Considerations. In revision



Model performance so far

21

Accuracy (vs Ground Truth)Grader
86.3%Bigram Logistic Regression 

(original)
86.5%SBERT SVM
88.9%OpenAI SVM
75.0%GPT-3.5 few shot
86.6%GPT-4 few shot Roughly the same for less 

data

Fowler et al. Evaluating AI models for Autograding Explain in Plain English Questions; Challenges 
and Considerations. In revision



Model performance so far
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Accuracy (vs Ground Truth)Grader
86.3%Bigram Logistic Regression 

(original)
86.5%SBERT SVM
88.9%OpenAI SVM
75.0%GPT-3.5 few shot
86.6%GPT-4 few shot
82.7%GPT-4 Code Generation
85.5%3D All Correct

Possibly lenience?

Fowler et al. Evaluating AI models for Autograding Explain in Plain English Questions; Challenges 
and Considerations. In revision



Small Pilot Study

• Pilot -182 students, 6 questions with each grader

23

Binary Grader

3D Grader

GPT-4 Grader

Code Gen Grader

Fowler et al. Evaluating AI models for Autograding Explain in Plain English Questions; Challenges 
and Considerations. In revision



Students favored the Code 
Generation Grader
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Fowler et al. Evaluating AI models for Autograding Explain in Plain English Questions; Challenges 
and Considerations. In revision



Takeaways from model comparisons
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Fowler et al. Evaluating AI models for Autograding Explain in Plain English Questions; Challenges 
and Considerations. In revision



Skills you may want to get 
involved!
•Useful interests/skills:

• Analyzing data (in particular, score/exam 
data)

• Python (used for question generating & 
research code)

• Interest in education/learning theory (why do 
we want isomorphs)
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Possibly useful classes

•CS 107/STAT 207 – for data 
analysis + Python (Ask your advisor)

•Ed Psych – EPSY 201
•CS 361/STAT 400 (Prob & Stats)
•CS 465? (UI) 
•Ed stat, data science, (applied) ML 
can’t hurt
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I just focused on my 
assessment work
•I also care about broadening 
participation in computing -> 
CS+X curriculum project

•I also care about open education 
resources -> cleaning up CS 
105 for broader sharing
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Thank you!
Max Fowler

<mfowler5@illinois.edu> | mfwlr.github.io
My work uses statistical and machine learning methods and qualitative 

methods to determine how best to conduct large scale, fair assessments and 
support instructors in the production and grading of questions for such 

assessments.
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The nicer graphics were generated using Bing’s Dalle Image Generator -> prompts can be shared on request!

Other projects to ask about: CS+X 
curriculum, open ed resources


